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ABSTRACT
A spate of recent accidents and a lawsuit involving Tesla’s ‘self-driving’ cars highlights the growing need for meaningful accountability when harms are caused by AI systems. Tort (or civil liability) lawsuits are one important way for victims to redress such harms. The prospect of tort liability may also prompt AI developers to take better precautions against safety risks. Tort claims of all kinds will be hindered by AI opacity: the difficulty of determining how and why complex AI systems make decisions. We address this problem by formulating and evaluating several options for mitigating AI opacity that combine expert evidence, legal argumentation, civil procedure, and Explainable AI approaches. We emphasise the need for explanations of AI systems in tort litigation to be attuned to the elements of legal ‘causes of action’ – the specific facts that must be proven to succeed in a lawsuit. We take a recent Australian case involving explainable AI evidence as a starting point from which to map contemporary Explainable AI approaches to elements of tortious causes of action, focusing on misleading conduct, negligence, and product liability for safety defects. Our work synthesizes law, legal procedure, and computer science to provide greater clarity on the opportunities and challenges for Explainable AI in civil litigation, and may prove helpful to potential litigants, to courts, and to illuminate key targets for regulatory intervention.
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1 INTRODUCTION
1.1 Background
Explainability is now a widely accepted goal for AI systems and developers, and a key condition for AI accountability [17, 23, 26, 58]. The cross-disciplinary field of ‘Explainable AI’ or ‘XAI’ has grown in search of solutions to the problem of AI opacity, combining knowledge from computer science, psychology, law, human-computer interaction, and other fields [1, 2, 54]. One domain where AI explanation and explainability will be important is in tort litigation (a sub-category of ‘civil litigation’). Tort law, which encompasses doctrines such as negligence, product liability and misleading conduct, is an important piece of the AI accountability puzzle because it allows individuals and businesses to sue developers directly for AI-related wrongs or harms. At the time of writing, for example, there is a negligence and product liability lawsuit on foot in Texas, brought by police officers harmed by a collision allegedly caused by defects in a Tesla car’s ‘Autopilot’ system [90].

Various kinds of AI opacity, categorised by Burrell, as well as Selbst and Barocas, are likely to hinder tort lawsuits in several ways [11, 68]. Intentional secrecy may obstruct effective inspection of AI systems, or obscure information about their development, if AI developers assert confidentiality protection for these ‘trade secrets’ [11]. Plaintiffs and judges generally lack the technical expertise required meaningfully to inspect and assess the system – what Burrell calls technical illiteracy – especially where the statistical reasoning behind the system’s operation is non-intuitive, running against the grain of common sense [11, 68]. Indeed, the scale, complexity and non-linear characteristics of deep learning systems built on artificial neural networks may make them inherently inscrutable, even to their developers [68]. Even if AI developers or deployers are not intentionally secretive, inadequate documentation of the design and development of the system may result in key information about the process simply being lost.

1.2 Thesis and method
To sue successfully in torts such as negligence and product liability, plaintiffs will need to overcome these kinds of opacity, and explain how the AI system harmed them. As Wachter, Mittelstadt and Russell observe, explanations of algorithmic systems need not only serve the purpose of enhancing general public understanding of how the systems function. The scope and content of explanations should be driven by the goal or action they are intended to support [74]. The kinds of explanation required in tort litigation are distinctive. It will not necessarily be useful to provide a general explanation about how an AI system works, or how it arrived at a certain decision. What is required is to prove to the court that some characteristic of the system, or some conduct in developing and deploying the system, or some relationship between the two, falls short of the relevant legal standard. It is necessary to provide explanations that are salient to the ‘elements’ of the ‘cause of action’ in suit - the set of facts that must be proven to succeed.
This paper considers and evaluates options for dealing with AI opacity in tort litigation. Focusing on the torts of negligence, product liability and misleading and deceptive conduct, we identify the most pressing challenges for litigants and courts, and highlight intriguing opportunities for the use of XAI methodologies. We will use the term ‘XAI’ as a shorthand for computer science techniques, rather than the broader aspects of explanation of AI systems). We concentrate on the laws of England and Wales (‘UK’), Australia and the United States, focusing on key mid-level issues that are fairly consistent across jurisdictions, and avoiding detailed analysis of jurisdictional idiosyncrasies. We reflect on the degree of access to AI systems required for tort claims; the legal procedural means of obtaining such access; what kinds of information different technical XAI methods can provide; the practices (such as the giving of expert evidence) available to convey complex technical information to courts; and the kinds of legal creativity required to bring all these parts together in factual and legal arguments capable of persuading judges.

1.3 Structure and key findings
In part 2 we discuss related literature. In part 3 we use the recent Australian case of ACCC v Trivago, one of the world’s first tort cases involving XAI [80, 100], as a launching point for discussion. We distil several lessons about combining legal procedure, expert technical XAI evidence, and parsimonious legal reasoning to overcome AI opacity in a tort claim. In part 4, we assess the extent to which the approach in Trivago may be generalised to claims of negligence, or product liability for design defects. In part 5, we consider relatively straightforward extrapolations of the approach in Trivago. In part 6, we consider what to do when explanations of the kind achieved in Trivago are not feasible, highlighting opportunities for creative legal argument using innovative, probabilistic, counterfactual legal reasoning and XAI methods. The innovative approaches we formulate will not be easy to pull off. Still, they could allow some plaintiffs to backwards from an accident to give concrete evidence of negligence or a defect where the cause of harm is initially unknown. In that respect, the strategies we explore have the potential to make inroads on one of the thorniest problems that plaintiffs face in any claim for negligence or product liability for a safety defect, regardless of whether AI is involved.

2 RELATED WORK
Existing scholarship has examined the impact of opaque algorithmic systems on contemporary evidentiary and litigation practices. There is considerable emphasis on the need for explainable AI in the context both of civil [5, 13, 18, 34] and criminal [43, 49, 75] lawsuits, and judicial review of government decision-making [8, 15, 43, 72]. Several scholars have expressed concern that AI opacity may impact due process [8, 15, 16]. One primary pre-occupation is the difficulties that arise when confidentiality and trade secrets in relation to valuable algorithms, data and know-how stand in the way of proper inspection and review of automated decisions [9, 15, 22, 43, 49, 75]. Another line of work examines whether (and how) civil liability laws such as negligence and product liability will adapt to accommodate harms caused by AI systems, for instance focusing on the difficulty of attributing responsibility for harms involving the actions of unpredictable autonomous systems, and the difficulties in applying traditional concepts such as foreseeability [7, 10, 14, 31, 32, 39, 41, 47, 56, 67, 73, 77]. While these scholarly contributions lay important foundations, progress towards workable solutions requires consideration of practical challenges for explainable AI in context. There is a small body of work that delves deeper into context, sketching out partial solutions to specific problems in law and litigation [18, 34, 35, 45, 55, 74]. Our motivation is to add to this important body of work, contributing practically applicable knowledge at the intersection of tort law, evidence law, civil procedure and contemporary XAI methodologies.

3 CASE STUDY: ACCC V TRIVAGO
The recent Australian case of ACCC v Trivago shows how XAI, expert evidence, pragmatic application of civil procedure, and creative legal argumentation can be combined in tort litigation [80, 100]. (As the judgment on appeal reproduced the trial judgment very closely, our references to Trivago and paragraph pinpoints refer to the first instance judgment). The case involved misleading and deceptive conduct, and deceptive misrepresentation under sections 18 and 29(1)(i) of the Australian Consumer Law. The Australian Competition and Consumer Commission (ACCC) alleged that Trivago, a travel and accommodation comparison website, mislead consumers into believing that the Trivago website would identify the cheapest available rates for a hotel room in response to a consumer search.

A focal point for the case was Trivago’s “Top Position Offer”, an algorithmically generated promotional deal presented to consumers as the cheapest available offer for an identified hotel (para 29). The case turned partly on whether the Top Position Offer was determined by price, or by commissions paid to Trivago by online booking providers (para 12). Accordingly, the parties needed to explain how Trivago’s ranking algorithm generated the Top Position Offer. Each party called expert witnesses to give evidence, and both experts used XAI methods to identify the relative importance of each of the factors influencing the generation of the Top Position Offer (para 106-121). While there was some disagreement as to the true weighting of each factor, the evidence was sufficient to show that the algorithm’s real characteristics and operations were not consistent with Trivago’s claims about the algorithm.

The case showcased a range of approaches to overcoming intentional secrecy, technical illiteracy, and inherent inscrutability. It is particularly significant as an example of a plaintiff’s generating explanations of opaque AI systems that are sufficient to succeed in a lawsuit with only partial access to the system. We deal with each of these matters in turn below.

3.1 Dealing with intentional secrecy with discovery and disclosure regimes
Most AI scholars are familiar with the Loomis case in the US, where intentional secrecy obscured important information about an AI sentencing tool in the appeal of a criminal sentence [99]. Odd though it may seem, outcomes of this kind are less likely in civil cases. The process of gaining access to information from opposing parties in litigation is known as ‘discovery’ or (in the UK) ‘disclosure and inspection’ of documents (we will use ‘discovery’ as a
catch-all). In common law jurisdictions, including the UK, Australia and the US, it is common for parties to give discovery of confidential information in civil litigation, with special confidentiality regimes set up to protect the information from public disclosure [95, 104, 105, 108, 109, 113]. However, in some jurisdictions, especially in the US, protective orders and confidentiality regimes can be particularly burdensome, making serious inspection and analysis of software unduly difficult [50, 118].

It is encouraging (though not surprising in the Australian context) that the trial judge in Trivago used established discovery and court practices to deal effectively with problems of intentional secrecy. Trivago’s Top Position Algorithm was confidential and commercially sensitive, but the ACCC’s case depended on obtaining access to it. As is common, the court balanced the parties’ competing interests with a confidentiality regime that limited access to the confidential material to members of the court, the independent experts retained by both parties and related support staff [79]. Under this confidentiality regime, the court was also closed for the oral testimony of the expert witnesses and any reference to commercially sensitive information about Trivago’s proprietary algorithm was redacted from court transcripts. Judgement was delivered at a level of generality that avoided any express reference to confidential aspects of Trivago’s Top Position Algorithm (see para 94).

3.2 Dealing with technical illiteracy - expert evidence and efficient procedure

Merely accessing information about an AI system through discovery will not be helpful if the technical illiteracy of plaintiffs and judges prevents them from interpreting it. (Those to whom the label is applied may prefer something less condescending — lack of expertise, perhaps — but to avoid confusion we’ll stick with Burrell’s established category.) Fortunately, courts and plaintiffs are not required to go it alone. Courts regularly deal with complex technical information in matters ranging from patent disputes to financial regulation to medical negligence. The conventional way to handle these kinds of issues is to obtain the assistance of ‘expert witnesses’, and courts have a long history of doing so [29]. Consistent with convention, the parties in the Trivago case called on experts to assist the court in understanding what factors influenced whether the Trivago algorithm selected an offer as the Top Position. Procedure for the delivery of expert evidence largely followed standard court practice where one or more parties intend to call expert witnesses to give evidence on similar issues [24]. The considerable power of the ACCC, as Australia’s national competition and consumer law regulator, enabled it to dictate the agenda. It posed 9 questions about the algorithm to its own expert witness; which then became the main focus for factual dispute. Following two separate reports from each party’s independent experts, the experts conferred to provide a joint report structured around those nine questions (para 92). The experts delivered their evidence concurrently in closed court session similarly structured around the nine questions outlined in the joint report (see paras 108-109).

3.3 XAI with constrained access to AI systems

Trivago shows that the choice of explainable AI methodology, and therefore the type of evidence provided, will be shaped by the level of access to an algorithm and its underlying documentation. Each of the independent experts approached the method of explaining the weights of the algorithm’s features in different ways. The ACCC expert ‘reverse engineered’ the Top Position Algorithm based on logged data that Trivago had provided in discovery for three separate dates across four capital cities (para 109). He chose this method because he had not, at the time, received the actual ‘weights’ used in the Trivago algorithm. In doing so, the Trivago expert used a Gradient Boosting Model, a prediction model composed of an aggregate of weak prediction models – in this case decision trees (para 108-111). The Trivago expert, by contrast, had full access to the system, and therefore did not need to rely on reconstructing a surrogate model.

Some explainable AI methods require full access to the algorithm and data on which the system was trained. Others, as the case highlights, only require access to an algorithm’s outputs or inputs. The broader point is that XAI in litigation is still possible with less-than-total access to an AI system, its documentation, and the data on which it was trained – though naturally explanations are likely to be more robust if they are based on a greater degree of access. We take up this issue and its more general implications for tort litigation in more detail in part 4 below.

3.4 A parsimonious approach to explanation confined to the issues in suit mitigates inherent inscrutability

One of the most notable things about Trivago is the parsimony of the trial judge’s reasoning in relation to XAI evidence. Commentators often point out that XAI cannot produce complete or perfectly reliable explanations of the operations of opaque AI systems [20]. But the court managed this problem pragmatically. Disagreement between the experts as to which of their explanations was superior was ultimately neutralised by the court’s insistence that the independent experts confer for a joint report. This process efficiently brought to light the key points of contention, as well as points of agreement, simplifying and expediting analysis of the issues. The joint report revealed that, regardless of the XAI method, there was clear convergence on the fact that commissions paid were at least the second most significant in determining the Top Position Offer; and that this offer was often not the lowest priced option (para 121). In the court’s view, this was sufficient to show that the operation of the algorithm contradicted claims that the algorithm made it easy for users to find the best priced options [80, 100]. The court was willing to accept that there was more than one method for explaining Trivago’s Top Position Algorithm; that none of the methods used was infallible; but that convergence of different methods on key findings was persuasive evidence. This point is critical. Courts are accustomed to reconstructing events from less-than-perfect explanations: indeed, it is one of their main functions. In litigation, it is not necessary to explain perfectly how an AI system works. The aim of explanation is rather to provide evidence that is relevant to the cause of action in suit, and sufficiently reliable to assist the court in making an informed judgment about ‘what happened’.
4 GENERALISING FROM TRIVAGO TO OTHER TORTS

The Trivago case is an encouraging example of litigants and a court cooperating to overcome AI opacity in a lawsuit concerning misleading conduct and representations. The approach to XAI in Trivago is likely to be relevant to parallel torts for deceptive conduct in the US [110] and UK [117] as well as other civil suits where the critical factual issue is whether there has been a misrepresentation about an AI system (e.g. suits for fraud, misrepresentation, mistake, estoppel, etc.). Certainly, Trivago serves as a good blueprint for the use of discovery and good management of expert evidence to significantly mitigate problems of intentional secrecy, inadequate documentation, non-intuitiveness and technical illiteracy. With regard to inherent inscrutability, Trivago shows how important it is that practices around discovery and disclosure in civil litigation converge on a level of access to algorithms and documentation that actually permits meaningful explanation – for example via reverse engineering.

But does the Trivago approach generalise well to other torts, where the explanation required involves more nuance and complexity than an inquiry into whether a statement about the AI system is true or false? We explore that question below, reflecting on:

- possible levels of access to AI systems that could be granted in the context of discovery;
- the basic elements of product liability for a design defect, and negligence (two ‘bread and butter’ torts).

This leads into a discussion in the sections 5 and 6 of the opportunities and challenges for proving these causes of action given varying degrees of access.

4.1 Three levels of access to AI system models

We outline three different levels of access that a plaintiff could be granted to an AI system’s model, shown in Table 1. There is, of course, room for discussion about how to categorise degrees of access, but our categorisation at least provides a starting point for that discussion. In the first place, ‘debugging access’ to a model is the most comprehensive. It entails a level of access to a model’s function that the model developer would herself have during development or to identify bugs in the function of their model. For instance, the defendant could provide a virtual machine or Docker image with all supporting libraries, the development environment, and complete supporting infrastructure installed, and with the model implementation code and a checkpoint file with deployed model parameters.

Perhaps more realistically, a plaintiff could be granted ‘query access’ to a model, which amounts to the ability to specify arbitrary model inputs and observe the computed model outputs. The defendant could, for example, provide a compiled binary program that included an implementation of the AI system to be run locally by the plaintiff. Alternatively, the developer could provide an Application Programming Interface (API) for a server which hosts a running instance of the AI system.

Finally, the weakest form of access is ‘descriptive access’, where the plaintiff does not have a model instance that can be queried, as in ‘debugging’ and ‘query’ regimes. For example, if a defendant provides access to an AI system’s algorithm, but does not provide a corresponding checkpoint file with the actual parameters of the model which are used at deployment time, then this amounts to descriptive access, and an expert witness will only be able to make general statements about the behaviour of the model as deployed. Descriptive access might even be confined to documentation about the data and training configuration that was used to construct the deployed AI system.

All this said, it is important to remember that AI systems consist of more than just a predictive model which is used in a vacuum. Technical elements used during training to derive a model’s parameters (such as data, training configuration, loss functions etc.) may also prove useful to a plaintiff, to say nothing of the broader sociological factors such as the institutional, historic and cultural context in which a given system is developed. For instance, inspecting the dataset used to train an AI system might reveal systemic issues that could bear on the behaviour of the deployed system after training [63], while analysis of the sociological context of the system’s development could reveal aspects of the defendant’s practices and procedures that bear on questions of liability [21, 25, 57, 64]. We acknowledge that these will be important considerations in tort claims, however our focus here is on how AI explainability methods could contribute to overcoming AI model opacity, so we defer these considerations to future work.

Where a plaintiff seeks discovery of data or training configuration details, a defendant could provide labelled (input and output), or unlabeled (input only) data instance(s) to a plaintiff, which could in turn be drawn from training, testing, or validation datasets. On the other hand, a defendant may provide the input and/or output specification(s) (i.e. the data structures), without any specific data instances. To further complicate matters, the loss, gain, or reward function(s) optimized by a system (and associated hyper-parameters), as well as the optimizer (and associated hyper-parameters) used to train the system to its final configuration [3, 52, 62] are of similar import to the data.

The complexity of these inter-related parts leaves room for creativity in seeking discovery of AI system details on behalf of the plaintiffs. For example, a defendant might resist providing query access to their AI system’s model, but if the system is available in a public fashion (for instance, a recommender engine underlying the function of generally accessible website, or a specific software version on a generally available autonomous vehicle), the plaintiff might systematically query this version of the system to gain a form of rate-limited query access to the AI system model. Recall, in Trivago, the decision to use a reverse engineering approach by ACCC’s expert was shaped by the level of system access provided under disclosure and the nature of the impugned ranking algorithm. Similarly, given discovery of certain combinations of the above elements (e.g. descriptive access to the model as well as labelled training data, and the loss function and optimizer used), plaintiffs might be able to re-construct a version of the AI system that mimics the behaviour of the true system as deployed.

4.2 What needs to be explained in product liability and negligence claims

The ACCC is an experienced and strategic regulator and litigant so it should come as no surprise that it framed its legal claim in
Trivago in such a way as to simplify the XAI inquiry. The essential question that the XAI experts were called upon to answer was essentially a true or false question: were the value weights of the algorithm consistent with Trivago’s marketing claims about how the algorithm worked? Other causes of action require explanations that go beyond Boolean queries, meaning the opacity and XAI challenges are tougher. We consider two ‘bread and butter’ torts: product liability claims for safety defects and negligence claims. Product liability may apply to AI embodied in physical products, but may also apply to purely virtual AI systems depending on jurisdiction [10, 36, 48, 73, 81]. Negligence has a broad application to software whether physically embodied or provided as a service (one of the main reasons it is worth thinking about carefully as a mechanism for AI accountability).

### 4.2.1 Product liability for a safety defect.

In a product liability suit for a safety defect in the UK, Australia and some US states, a plaintiff must prove they suffered harm as a result of a safety defect in the product. To show that the product is defective, the plaintiff must show that the safety of the product is not what persons are generally entitled to expect [73, 106, 107]. In other US states a key question in product liability for design defects is whether there exists a ‘reasonable alternative design’ [116]. The gist of the reasonable alternative design test is that the defendant could have created a modified version of the system that would have been safer at a cost that is reasonable in relation to the degree of risk reduction [86]. In the UK (and throughout Europe) a product may be found defective even if there was no reasonable alternative design, and in Australia the status of the test is unclear [6, 78]. Regardless, evidence of a reasonable alternative design will generally be helpful in showing that a product does not meet the level of safety that the public is entitled to expect.

It is not, however, always straightforward to map the abstract concept of safety to some distinct feature of the system in the same way as it was possible for the ACCC to make their case merely by revealing the value weightings of the Trivago algorithm (though, as we show below, there are some circumstances where an approach of this kind may work). To make out a product liability claim for a safety defect with respect to an allegedly defective AI system, it would be necessary to produce an explanation that showed how safe or unsafe the system is. But safety is an abstract, emergent property of a system. Perceptions of safety depend in part on social norms. Safety is hard to reduce to a Boolean true or false.

### 4.2.2 Negligence.

If product liability involves explanation that is more complex than for misleading conduct claims, negligence is more complicated still. Negligence has 3 interacting elements. Plaintiffs in negligence must prove that:

- the defendant (the person being sued) owed the plaintiff a duty of care (duty);
- the defendant breached that duty by failing to exercise the degree of precaution that would have been reasonable in the circumstances (breach); and
- the breach of duty caused the harm to the plaintiff (causation) [88, 115].

The place for XAI here is in showing the causal connection between breach of duty in the development of the system and the harm caused. After all, one way to define an explanation is as an attribution of causal responsibility [42]. In the UK and Australia, plaintiffs in negligence must show, on the balance of probabilities, that a breach of duty was a necessary condition (or sine qua non) of the harm that they suffered [12, 82]. In other words, plaintiffs have to prove that it is more likely than not (more than 50% likely) that the harm would have been avoided but for the defendant’s breach of the duty of care [87]. In the United States, some courts use variations on the “but for” test for causation, while others apply a “proximate cause” test, which treats causation as a matter of degree [93, 103]. Regardless of whether the “but for” or “proximate cause” test applies, a key role for AI inspection and explanation is to show that a harm would have been substantially less likely to occur had the defendant exercised due care and precaution.

Courts often face difficult questions about causation in circumstances where a harm is caused by the interaction of multiple risks and actors. We confine our analysis here to scenarios where it is clear that some problem with the AI system, and not some subsequent intervening factor or person, caused the harm. Our findings will nonetheless be relevant to suits (or even non-litigious investigations) about the responsibilities of AI users or third parties, as well as AI developers and procurers, because it will almost always be necessary explain the role of the AI system itself in accidents.

The task of explaining an AI system with a view to proving that it was negligently designed or developed is fraught, but in equal measure intriguing for XAI. On the one hand, assessing the reasonableness of design choices (or in product liability, whether there was a reasonable alternative design) is very difficult, even without contending with AI opacity. This assessment essentially requires courts to redesign the impugned product, making polycentric judgments involving trade-offs between multiple factors such as cost, safety, accuracy, utility and so on [12, 37, 46]. In part because of this difficulty, courts generally avoid deciding cases on design issues, and there have been relatively few successful negligent design cases [6, 12, 70].

---

<table>
<thead>
<tr>
<th><strong>Table 1: Levels of AI system access, and the corresponding affordances they offer a plaintiff</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of architecture, pseudo or actual model source-code without corresponding checkpoint files</td>
</tr>
<tr>
<td><strong>Debugging Access</strong></td>
</tr>
<tr>
<td><strong>Query Access</strong></td>
</tr>
<tr>
<td><strong>Descriptive Access</strong></td>
</tr>
</tbody>
</table>
On the other hand, the probabilistic (‘balance of probabilities’) and counterfactual (‘but for’) elements of the test for causation have a peculiar resonance with the statistical and counterfactual dimensions of XAI [54, 74]. In so far as XAI methods permit counterfactual assessments of how AI systems would behave with different data, model features or inputs, they could potentially provide evidence of causation and breach that is far more comprehensive and concrete than courts generally have in negligent design cases, or product liability cases where reasonable alternative design is in issue. We reflect below (particularly in part 6) on how this combination of challenges and opportunities plays out.

5 FEATURE-FOCUSED (TRIVAGO-LIKE) APPROACHES TO NEGLIGENCE AND PRODUCT LIABILITY WITH OPAQUE AI SYSTEMS

Let us evaluate the options available to a plaintiff in product liability or negligence for dealing with AI opacity. We consider more straightforward options here in part 5; and a more complex option in part 6. Essentially the simpler options considered here are extrapolations of the approach in Trivago, where the ACCC scoped the XAI inquiry in such a way as to resolve the issue in question by explaining a single set of characteristics of the algorithm: the ‘weights’. The approach discussed in part 6 considers the case when this is unworkable because inscrutability is too deep, or there are multiple interacting factors to consider. Each option involves different degrees of system access; and each has different strengths and weaknesses. Generally, the simpler the option, the more it relies on expansive inference; and the more complex, the harder and more expensive it is to execute.

5.1 Avoid claims that depend on inspection of AI system

One way to avoid the difficulties with AI opacity entirely might be to choose claims that do not require inspection of the impugned AI system at all. For example, five police officers are currently suing Tesla for injuries caused by a collision that occurred when a vehicle’s Autopilot system allegedly failed to detect two police cars engaged in a traffic stop with flashing emergency vehicle lights. They are suing not only for a design defect and for negligent design, but also for failures to warn of and remediate known problems, because the accident in issue was one in a series of more than a dozen that happened in similar circumstances (which are also under investigation by the US traffic safety watchdog) [111]. Focusing on failure to warn and remediate sidesteps the need to access and explain an opaque AI system.

The advantage of such an approach is, of course, that it simplifies the plaintiff’s inquiry. It may not, however, always be possible or desirable to wait until several harms of the same kind have occurred to frame a product liability or negligence claim in this way. Moreover, plaintiffs may wish to enhance their chances of success in court, or gain leverage for an out-of-court settlement, by making multiple claims, including for negligent or defective design. That is what the Tesla plaintiffs have in fact done [90]. Indeed, activist plaintiffs may pursue strategic public-interest litigation with a view to incentivising greater care on the part of AI developers. Plaintiffs with goals such as these need to confront AI opacity more directly.

5.2 Rely on broad inferences based on descriptive, query, or debug-level model access

Some plaintiffs may be fortunate enough to need only descriptive access to an AI system in order to succeed with their claims. In a claim for a safety defect, for example, it may turn out that there is a straightforward relationship between a documented characteristic of the system and the safety of the system. If plaintiffs obtain descriptive access to a system and find, say, that the objective function is inherently incompatible with safety, this might be very persuasive evidence of a safety defect. Similarly, in a suit for negligent design or development of an AI system, the simplest way to prove breach of duty (but not necessarily causation) would be to obtain information about the design, development and deployment process, and a description of the functionality of the system, and identify some aspect of this process or description that is clearly inconsistent with what a reasonable developer or data scientist would do. This appears to be the approach taken by the US traffic safety regulator in its investigation of Tesla [112]. Compliance (or lack of compliance) with specific regulatory requirements, technical standards, guidelines, industry best practices or codes of conduct will all be relevant, though not necessarily determinative [59, 66].

What if the defendant does produce a description, but it is too general to admit of an inference that a particular act or omission caused the problem in issue? In such cases, the court may be persuaded to draw an inference of a safety defect (for product liability), or a breach of duty or causation (in negligence), from inadequate documentation, intentional secrecy or even the existence of opacity itself [34]. The Australian Human Rights Commission has in fact recommended the introduction of a rule for drawing such adverse inferences from unexplained AI opacity [5].

In negligence, courts may also draw an inference that breach of duty caused a harm in circumstances where the precise breach of duty and chain of causation is unclear, especially where the defendant is best placed to control the risks giving rise to that harm [91, 91]. Alternatively, courts may conclude that the nature of the accident itself is sufficient to support an inference that it was caused by breach of duty. This kind of inference is known as res ipsa loquitur (literally, ‘the thing speaks for itself’) [84]. The extent to which res ipsa loquitur arguments may be used to prove a negligence or product liability claim by themselves is, however, contested and differs from jurisdiction to jurisdiction [4, 85, 97].

The problem with these inferential approaches is that they require the court to make rather large leaps of reasoning, and are less likely to work where inherent inscrutability is deeper. It may be that an accident or safety risk inherent in a system is not reducible to a single feature or readily described set of features. Moreover, merely describing features does not tell you whether they could have been brought in line with the requisite level of safety by an exercise of due care (in negligence) or through a reasonable alternative design (in jurisdictions where that test is relevant to product liability).
Questions of this kind require deeper consideration, possibly including a counterfactual element and empirical analysis, which we touch on in section 6.

5.3 Mixing explanations and inference

The next most complex type of approach — but still fundamentally a uni-dimensional one — might be to combine explanation with inference. For example, plaintiffs could seek to show, in relation to some accident or harm, that identified instances where harm occurs are not ‘out of distribution’ for the AI system’s intended purpose. This would involve arguing that these circumstances are reasonable inputs that a developer should have foreseen, and taken precautions against; and that the fact of the accident in such circumstances by itself indicates a safety defect, or (in negligence) a breach of duty that caused an accident. We refer to such arguments as ‘banality arguments’ — similar to res ipsa loquitur arguments, but grounded in explanation of the kinds of inputs to which a system ought not respond anomalously.

Banality arguments might be possible with descriptive access only, but would tend to require a more comprehensive body of descriptive information than the kinds of inference-based arguments described above. They would likely involve analysis of the comprehensiveness or inclusiveness of the AI system’s utilised training data, and evidence to substantiate such claims might include design documentation, marketing material, or documentation describing the intended purpose(s) of the AI system. For instance in the Tesla claim, the plaintiffs specifically refer to promotional tweets from Tesla CEO Elon Musk as evidence about the claimed purposes of the ‘Autopilot’ mode in the Tesla vehicles [90]). Plaintiffs might also include appeals to statistical likelihood estimates of certain circumstances occurring (e.g. from census or other data sources).

While banality arguments do not ask quite so much of judges as the broader inferences described above, they are susceptible to the objection that any given accident is not in fact representative of the operation of the impugned AI system; that it was caused by something outside the AI developer defendant’s control; or that the circumstances were not in fact banal or foreseeable. Without inspecting or testing the system itself, it is hard prove that a specific accident or event is really indicative of a broader problem with the safety of an AI system (for safety defect claims), or was actually caused by the defendant’s breach of duty (negligence) rather than some other factor.

Where the court cannot be led to draw an inference from this kind of high-level picture of a system, it may be necessary to provide deeper explanations. As the Trivago case shows, reverse-engineering a proxy model from publicly available or provided data may produce useful evidence with minimal access. In the context of a negligence or product liability suit, a comparable approach might be to conduct a post-hoc global feature importance analysis. If such an analysis revealed that some safety-critical feature (such as road one- or two-way status for a vehicle routing algorithm) consistently contributes insufficiently to the model output, this would be a persuasive basis for drawing an inference that an inherent feature of the system caused the harm in issue — i.e. it would be evidence of a defect, and of a causal chain between the system’s development and the harm in issue.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>What happened in instance X?</td>
<td>Generation to class X, error rate e</td>
<td>Error rate &gt; public generally entitled to expect</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Precaution(s) would have reduced error rate by e/2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Precaution(s) not unreasonably burdensome</td>
</tr>
</tbody>
</table>

**Figure 1:** An empirical-counterfactual approach to building Negligence and Product Liability claims

6 AN EMPIRICAL-COUNTERFACTUAL APPROACH TO NEGLIGENCE AND PRODUCT LIABILITY WITH OPAQUE AI SYSTEMS

What happens when the behaviour of a system, or its safety, is not readily attributable to some (relatively) straightforward characteristic inherent in the system — such as a loss function, or weights? Or what happens when it is hard to work out what design or development step caused the system to manifest that characteristic? In other words, what happens when inherent inscrutability is deeper?

One way of dealing with this problem would be to take an empirical approach to explanation that is focused on outcomes, rather than features or characteristics of the system itself. Here we present one possible method of deriving evidence useful to a claim for negligent design, or for product liability for a safety defect, illustrated in Figure 1. It involves (1) establishing a chain of events where an AI system error leads to the harm in question; then (2) using empirical XAI methods to obtain evidence of the extent to which the system creates risk of this ‘error’ happening (i.e. derive an error rate in relation to some set of inputs); and finally (3) using counterfactual XAI methods to show that some reasonable alternative steps in design or development would have reduced the risk or error rate by a legally significant degree.

What is the appeal of this empirical-counterfactual approach? Plaintiffs in suits for negligence may not necessarily be able to find clear evidence of breach of duty at the outset. Likewise, plaintiffs in product liability may not at the outset be in a position clearly to attribute an accident to an inherent defect. They may therefore be faced with the challenge of working backwards from an accident...
or harm itself to show that it is caused by a defect (for product liability) or a specific failure of precaution amounting to a breach of duty (for negligence) [12]. Courts generally deal with this problem by accepting impressionistic, common-sense evidence of whether a precaution would ‘more probably than not’ have prevented a harm, or whether a failure of precaution more probably than not caused a harm, and to draw inferences from circumstantial evidence [98]. But there is an opportunity for plaintiffs to furnish more compelling arguments about negligent or defective design by leaning in to the statistical nature of AI systems.

Stapleton (an eminent tort scholar) translated the balance of probabilities standard into a formula that calls for the plaintiff to show that the defendant’s negligence increased the risk of the harm occurring by more than 100%, or that the risk would have been reduced by more than 50% had the defendant taken the requisite degree of care – i.e. the negligence more than doubled the risk [71]. This approach is controversial, and Stapleton herself described the test in this way precisely because she wanted to make clear the problems with taking it seriously. One such problem is that the test requires plaintiffs accurately to ascribe a probability to the background risk in the first place, and to the risk as magnified by the lack of due care. The fact that plaintiffs are generally unable to provide such evidence is a key reason why courts take a ‘common sense’ [94], ‘everyday’ [89] approach to causation rather than adopting a ‘philosophical or scientific theory of causation’ [83].

None of this is to say that courts will reject good scientific or statistical evidence [27, 53, 92]. Counterfactual XAI could potentially allow a plaintiff in an AI case to provide concrete evidence of how alternative approaches to design and development might have prevented a harm. Such a plaintiff might even be at an advantage to a plaintiff in a normal negligence case, who may be unable to do much more than merely assert that things would have turned out differently had the defendant taken reasonable care (for example in designing and developing a product) [6, 46]. Counterfactual XAI methods may thus alleviate a key problem that confronts many plaintiffs in negligence.

6.1 Example – object detection problem

An example helps illustrate how such an empirical approach might work. Many robotic platforms, including autonomous vehicles, depend on object detection and recognition to avoid collisions and accidents. The Tesla suit involved a crash caused by apparent object detection failure in the presence of flashing lights. In circumstances of this kind there is a clear connection between the accuracy of an object detection or classification system and the level of safety of the system. Accuracy is something that can be determined empirically using testing and validation data, rather than by way of describing or explaining the nature of the system itself. It follows that the error rate of an object detection system makes a good target for empirical explanation.

Following the steps described above, an empirical approach to showing negligence or a safety defect in circumstances like those in the Tesla suit could perhaps then consist of: (1) establishing the nature of the error that occurred in the harmful instance ; then (3)(a) arguing that this error rate is inconsistent with the level of safety the public is entitled to expect (for product liability); or (3)(b) providing evidence that the error rate would have been more than halved, and therefore the harm would more likely than not have been prevented, with appropriate precaution in development of the object detection system (for negligence or a reasonable alternative design claim). See figure 1 above for a graphical representation.

6.2 Steps 1 and 2 – The empirical part

For the empirical approach to work, the plaintiff must first establish what happened in the specific instance x that caused harm (by ‘instance’, we refer to a configuration of inputs to the AI system). The functional or mechanistic component of this question will to a large degree be addressed through standard civil law discovery processes, with technical matter being interpreted by expert witnesses. In an ideal world, through discovery of logging information, corroboration with witness accounts, and re-construction of an event timeline, the parties would reach a point of agreement on the relevant facts, for instance that at some given point in time, one component of the AI system generated a particular output, which through a cascade of subsequent steps, led to the harm in point.

However, a difficulty will arise where the component of the AI system generating the faulty output is opaque – for instance a deep neural network. In this situation, the parties are left with a residual ‘why’ beyond the mechanistic ‘why’. That is, what was it about the system’s inputs in case x that led to the observed (and subsequently harmful) output y, and not, in fact, some other preferred non-harmful output y’? Is there, in other words, an underlying defect? This is where XAI methods – particularly those that operate locally, may be of use.

Local XAI methods seek to ‘explain’ a given output of an AI system model for a specific input, typically by producing a measure of the importance of the input factors (e.g. positive or negative correlation) determining the given output. Examples of Local XAI methods include Shapley values and SHAP force and dependence graphs [30, 51], LIME [61], and scoped rules or ‘Anchors’ [60]. The specific way feature importance is determined is irrelevant for our present discussion, but suffice to say different local XAI methods will vary in the requisite model access and/or dataset access. As such, the plaintiff’s discovery at this point will need to be guided by their expert witness as to the most appropriate methodology, and the best way to proceed in requesting discovery of the implicated opaque component of the AI system.

For instance, if a plaintiff is granted query access to the allegedly faulty object detection and classification system, as well as logging details sufficient to re-construct the harmful input instance x, they might be able to apply local XAI methods such as SHAP or LIME, and show that the object classification system’s defective output was positively correlated with the some feature (such as the presence of flashing lights on an emergency vehicle). This step clearly identifies a defective AI system input-output instance for product liability causes, and serves to identify the opaque AI system as a necessary component of the breach in a negligence cause.

Next, a plaintiff could attempt to generalize this defective behaviour to an empirical error rate across a broader class of inputs. This will require a deeper level of access to the AI system. Discovery of data instances used in training or testing the AI system model,
and the use of instance-based XAI methodologies or exploratory data analysis methods may be helpful here.

Instance-based or example-based XAI methods attempt to explain characteristics of a dataset generally, or part of the decision boundary of a model, by selecting or generating data instances that are representative or non-representative (referred to as ‘prototypes’ and ‘criticisms’ respectively). These methods are most useful when the input data are of a form that humans can readily interpret (such a video footage or images). Examples of instance-based XAI methods include Case-Based-Reasoning [65], MMD-Critic [44], ProtoDash [33], and CLEAR [76]. Applying such a method to the instance where a harmful decision occurred might identify representative data that show the model also generates a harmful output in similar circumstances. Alternatively, applying such methods to the training data directly might indicate that the harmful instance \( x \) is not in-fact well represented in the training data (which might support an argument for breach of duty in negligence).

Returning to our example, if a plaintiff is granted access to a quantity of testing or validation data, they might be able to apply instance based XAI methods to unearth other data instances \( x' \) which lie near the decision boundary corresponding to the erroneous model output. Comparing these data with the harmful instance \( x \) might reveal common characteristics which could be used to guide a search for other similar data instances. The goal of this process is to establish a set of data instances \( X \) with shared characteristics (e.g. highways where an emergency vehicle is stopped in a shoulder lane) which can be used empirically to test the AI system. This set can then be tested to determine an error rate of the AI system over these inputs, \( e \), which, as we show below can help furnish legal arguments for negligence and product liability.

6.3 Step 3 – The counterfactual part

The final step is to explain the legal significance of the information derived from steps 1 and 2. In product liability the essential point to be demonstrated is that the identified rate of error \( e \) is greater than a rate of error \( e' \) that the public is generally entitled to expect for the class of inputs \( X \) in negligence, the point to be demonstrated is that the harm would more likely than not have been prevented had the defendant exercised due care (e.g. taken reasonable precautions in development). These might seem at first like the types of matters for which XAI is not well suited. Step 3 in a product liability suit depends in part on what the public thinks, rather than how the system works. Step 3 in a negligence action requires a number of extra steps in reasoning to show not only that the error rate was attributable to a failure of precaution; but also that appropriate precaution would more probably than not have prevented the particular instance of error and subsequent harm.

XAI may, however, be capable of producing uniquely clear and demonstrative evidence to that effect. If a plaintiff can show that some reasonable precaution(s) would more likely than not have prevented the harm, this is evidence of a breach of duty and of causation in negligence. It is also evidence of the existence of a reasonable alternative design for the purposes of product liability. This kind of reasoning is at its heart counterfactual. As a result, it opens the door to counterfactual XAI methods that allow plaintiffs to simulate what might have happened if such reasonable precautions had been taken.

Delving back into our example, steps 1 and 2 (described above) have furnished the plaintiff with an error rate, \( e \) for a class of inputs \( X \). If the plaintiffs can show, using counterfactual XAI that some precaution, or set of precautions, in the design and development of the object classification system in a self-driving car would have reduced the error rate to less than half of the original rate \( e \), then this means the precaution would more than halve the risk of the misclassification, with a commensurate reduction in the risk of the collision. Put another way, it means the failure to take the precaution more than doubled the risk of the accident-causing error, so that the error is more likely than not to be attributable to that failure. That is one way of showing ‘on the balance of probabilities’ that the harm would not have occurred ‘but for’ the defendant’s failure of precaution. Since, under the empirical approach, the interrogation of the system has shown an actual error rate of \( e \), and the plaintiff has shown that the error rate could have been substantially reduced to \( < 0.5 e \) with the counterfactual precautions, it is also straightforward to infer that the defendant did not in fact take such precautions. In jurisdictions where the proximate cause test holds sway, it may not even be necessary to show that precautions would have reduced the risk by more than half – demonstrating a smaller reduction in risk may be sufficient.

It will not suffice, though, merely to prove that the precaution would have prevented collision or reduced its risk substantially, and that the defendant did not take the precaution. The precaution must be ‘reasonable’, otherwise failing to take it will not be a breach of the duty of care. In determining whether a precaution is reasonable, courts consider (among other relevant factors) the probability that the harm would occur, the likely seriousness of the harm, the burden and cost of taking precautions to avoid or reduce the risk of harm, and the social utility of the activity that creates the risk of harm [96, 101, 102]. In other words, the court conducts an informal cost-benefit analysis of precautions asserted to be required to meet the duty of care [28]. In cases of negligent design, questions of reasonableness of design choices (and whether some reasonably feasible alternative would have prevented the harm) are very thorny, because design choices generally involve polycentric or multi-factor trade-offs that are difficult simply to characterise as reasonable or unreasonable [37, 46].

So how might a plaintiff show that a precaution would have more than halved (or at least substantially reduced) the error rate, and that it is reasonable, using XAI? The precise means of generating the explanation will depend on the AI system being discussed, and depending on the level of model access granted in discovery this could take multiple forms – for instance, with debugging access to a model, an expert witness may be able to literally train alternate versions of the AI system model of interest under varying dataset perturbations, hyper-parameter adjustments, or other architectural or design choices, comparing the performance in each case with that of the deployed system. Alternatively, under query and/or descriptive model access only, an expert witness might be able to ‘reverse engineer’ a surrogate model that mimics the general behaviour of the AI system, but without the defective outputs. Even if this model does not internally function the same as the deployed AI system, and even if the general performance of the surrogate
is reduced compared to the deployed system, the fact that it could be generated under the constraints of inspecting an AI system in the context of litigation is at the very least a good indication that the defendant could have adopted such precautions at a reasonable cost. The proviso is of course that the surrogate model would have been attainable given the state of the art at the time the defendant developed the actual system.

This counterfactual approach bears some resemblance to the kind Wachter, Mittelstadt and Russel espoused in an influential article a few years ago. They advocated a counterfactual method of explanation that would inform subjects of an automated decision how the outcome would have changed if their circumstances or conduct were different. There is, however, a key difference in the goals of counterfactual explanations of that kind, and the kind we describe here. The objective of the counterfactuals proposed by Wachter, Mittelstadt and Russel is to explain how an automated decision might have changed given different ‘nearby possible worlds’ where there was something different about the subject of an AI system’s decision. In tort suits of the kind we contemplate, by contrast, the objective is to give a sense of ‘nearby possible worlds’ where there was something different about the AI system itself, such that the system would not have caused (or would have been less likely to cause) a particular accident. In short, our approach focuses on counterfactual changes to the development of the AI system, while theirs looks at changes in inputs to the already-developed AI system.

The approach we have sketched here is not intended to be formulaic or prescriptive, but rather illustrative of the kind of creative argumentation made possible when contemporary XAI practices and legal thinking are brought to bear on opaque AI systems. Granted it has several drawbacks. From a legal standpoint, the major challenge will be in convincing a court that it really would have been reasonable for the defendant to have taken the measures identified through counterfactual XAI as risk-reducing. That depends first on the plaintiff’s expert witness actually identifying such measures (which is not guaranteed). Then defendants may argue that, even though the marginal cost of some particular precaution is low relative to the quantum of risk, it would be prohibitively expensive to take equivalent precautions against every one of the very many possible mechanisms through which risks might eventuate [19, 40, 67]. Rather than being an objection to the approach we have described though, this is a more general concern about the difficulty of setting a sensible, balanced standard of ‘reasonable care’ for systems that are unpredictable in nature; and for which it is impossible to foresee and prevent every possible mechanism of harm. It is beyond the scope of this paper to advocate for some particular standard of care. Courts will have to develop an approach to breach of duty that is attuned to the peculiarities of AI – and they will have to make the most of the flexibility afforded by the concept of ‘reasonableness’. But judges can only develop the law when there are cases before them. For that to happen there must be plaintiffs willing and able to present compelling evidence of the causal connection between decisions or omissions in the development of complex AI systems and subsequent harms. Our approach has the potential to contribute to that process.

The major technical challenge is that our method requires query access to the AI system – that is, the ability to interrogate the model under varying input configurations. If this level of access is not granted in discovery, other approaches might be needed. This type of model interrogation could also be particularly expensive or difficult in circumstances where the AI system is physically embodied (e.g. an autonomous vehicle) rather than virtual (e.g. a recommender system) – because the degree of control over the AI system’s inputs is necessarily less in the former scenario. Where a plaintiff is not granted discovery access to (part of) the AI system dataset, then they might need to furnish their own dataset matching the data structure of the AI system, which would expose the line of argumentation to criticism about the representativeness of the computed error rates.

Nonetheless, if plaintiffs could pull it off, the actual demonstration of reasonableness of alternative development and design measures by way of counterfactual XAI methods could be superior to the impressionistic cost-benefit analysis courts often use in judging the reasonableness of the design of allegedly defective, or negligently designed, products [6].

7 CONCLUSIONS

Our analysis of opacity in civil litigation indicates that there are several key conditions without which it will be very difficult for plaintiffs meaningfully to explain AI systems for the purposes of civil litigation. At an absolute minimum, intentional secrecy and inadequate documentation cannot be permitted to stand in the way of accountability and access to justice in relation to AI-caused harms. Drawing adverse inferences from intentional secrecy and inadequate documentation would be one way for courts to incentivize better practice on the part of AI developers. If courts do not do so, legislative intervention may be warranted [5]. There is a strong case for mandatory levels of documentation and logging (Europe leads the way here [114]) since several of the options we consider above depend on detailed descriptive access to AI systems which is not possible without such documentation. It will also be important for courts to converge on an approach to discovery, disclosure and inspection that ensures, at a minimum, access to relevant documentation of the development of a system, and query access to the system subject to appropriate confidentiality regimes - as in Trivago. In jurisdictions where ‘protection orders’ and confidentiality regimes stand in the way of meaningful access of this kind [50], regulatory intervention would be justified.

More generally, commentators make much of the challenges posed by AI opacity for accountability and law. Our analysis shows that explaining opaque AI systems in the context of litigation presents not only challenges, but also exciting opportunities for creative legal and technical thinking. In presenting these opportunities to use existing legal and technical tools, it is not our intention to advocate for a laissez faire approach to AI regulation, or to oppose any particular suggestions for regulatory interventions. Nonetheless, we are pragmatists. Regulation takes time and may have powerful opponents. In the meanwhile, we should not deny redress to victims of AI-caused harm, merely on the ground that we would prefer to wait for better laws. Negligence, product liability and other torts are likely to play a significant role in AI accountability. They are the tools we have. If they are to be used to best effect, litigants need
a roadmap for overcoming AI opacity. We hope in this paper to have sketched the outlines of such a roadmap.
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